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Motivation and Process Overview
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Dimensionality Reduction

pal component analysis (PC
bringing image dimensionality from 50,176 dimensions (224x224 image)
to 30 top eigenvectors (D=30)

Dimensionality reduction is important to perform before K-means
clustering so that instances within clusters are more visually similar (smal
differences in large feature space result in very large Euclidian distances

PCA Explained Variance Image Reconstructions
Explained Data Variance vs Ranked Eigen Vectors D=1 0

Eigen Vector Index
~90% of variance in data explained
with only top 30 Eigen vectors
Eigen vectors with largest Eigen
values tend to represent lower
frequency features in images
(general shape of defects), while
smallest represent fine details

« Demonstration of trade off between
representation of fine details in
image reconstruction vs. number of
dimensions

ResNet models (ResNet18, ResNet101, etc.) are first pre-trained on
ImageNet (large scale image classification dataset of over 1 million
images)

Last layers fine-tuned on topography images using pretrained back bone

as feature extractor
Hyper-parameter optimization process trained over 5,000 variations to
select best performing model for production

Transfer-learning/Hyper-parameter optimization workflow
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Entire network fine-tuned through hyper-parameter optimization, randomly
sampling following network hyper parameters and data augmentation
strategies:

Number of ResNet layers (18, 34, 50,101, 152)

Data Augmentation: (random crop, rotation, horizontal/vertical flip,

aling, brightness, contrast, blur)
ntum, regularization
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Results

Best model was ResNet101 able to achieve high performance of 95%
accuracy on production test data using transfer learning and hyper
parameter optimization

Achieved 90% accuracy on important subset of data with largest defects
Unsupervised learning able to assist in finding rare instances of “drill-hol
class and discovered error in preprocessing of data

Smaller defects are le:
impactful on implosio!

mechanics, while also
being harder to classi
at 84% accuracy.

onfusion Matrix shows |+ For the category we

ost errors are debris care about detecting

eing mistaken for pits correctly the most (large

chieves 95% overall defects) it performs at
90% accuracy

Use trained model for “assisted-labeling” for more training
data and use active learning in efficient data selection
Replace image classification model with object detector
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